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Bildverarbeitung spielt in vielen Bereichen der Technik zur schnellen und 
berührungslosen Datenerfassung eine Schlüsselrolle. Beispielsweise in der 
Qualitätssicherung industrieller Produktionsprozesse, in der Robotik und 
zur Fahrerassistenz haben sich Bildverarbeitungssysteme einen unverzicht-
baren Platz erobert. Diese Entwicklung wird unterstützt durch die Verfüg-
barkeit qualitativ hochwertiger und günstiger Sensorsysteme sowie durch 
die Zunahme der Leistungsfähigkeit von Rechnersystemen.
Der vorliegende Tagungsband des „Forums Bildverarbeitung“, das am 
26. und 27. November 2020 in Karlsruhe als gemeinsame Veranstaltung 
des Karlsruher Instituts für Technologie und des Fraunhofer-Instituts 
für Optronik, Systemtechnik und Bildauswertung stattfand, enthält die 
schriftlichen Aufsätze der eingegangenen Beiträge. Darin wird über ak-
tuelle Trends und Lösungen der Bildverarbeitung in den methodischen 
Schwerpunkten Bildgewinnung, 3D-Verfahren, Bildverarbeitung, Maschi-
nelles Lernen und Navigation berichtet.
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Hierarchical classification, counting
and length measurement of fish

using a stacking model approach

Raja sekar Shantha kumar, Andreas Hermann,
and Daniel Stepputtis

Thünen-Institut für Ostseefischerei (OF),
Alter Hafen Süd 2, 18069 Rostock (Germany)

Abstract In this paper, the development of a hierarchical fish
classification framework is presented. The conventional data
collection technique for the commercial fish stock assessment
is a labour intensive and time consuming procedure. The pur-
pose of this project is to develop a framework that classifies
fish species on two level semantic hierarchy label, to count the
number of fishes and to measure the length of four different
fish species using a small dataset. In stage 1 of the framework,
the YOLOv3 convolutional neural network is used to accom-
plish level one semantic hierarchy label, to count the number
of fishes and to measure the length of the detected fish. In
stage 2, the features from the images are extracted using the
VGG16 convolutional neural network. In stage 3, the stacked
generalization technique is implemented to reduce the gener-
alization error and to accomplish level two semantic hierarchy
label. The classification accuracy of the stack model is 94%.
The root mean square error of the fish length measurement is
1.23 cm. The accuracy in counting the number of fish depends
on the detection accuracy of the stage 1 model and the clas-
sification accuracy of the stack models. Further, the results
can be improved by increasing the size and diversity of the
dataset.

Keywords Convolution neural network, stacked generaliza-
tion, stock assessment
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1 Introduction

Biological sampling is a vital procedure in marine data collection to
study commercial fish stock. The conventional techniques in use in-
clude sorting the catch into species, measuring the length and count-
ing the number of the individual catch. Since this process is labour
intensive and time consuming, marine scientists are attempting to
develop a deep learning framework to automate this process.

The convolutional neural network (CNN) is such an efficient deep
learning technique for classifying images. A collection of tensorflow
models trained using different datasets to detect common objects is
given by [1]. In general, a single CNN architecture includes two
parts, multiple trainable stages (feature extractor) followed by a su-
pervised classifier (deep neural network) [2]. French et al. [3] have
used CNN for detecting and counting fishes in the video footage
captured on operational trawlers.

Deeper CNN’s with a large number of model parameters and also
trained on a huge number of examples drastically improves the clas-
sification accuracy [4]. Simonyan et al. [5] proposed a network called
VGG16 in ILSVRC 2014, trained on ImageNet [6] dataset, achieves
92.7% test accuracy on the testing data. ImageNet is a dataset of
nearly 15 million common object images with around 22,000 cate-
gories. ILSVRC14 uses a subset of the ImageNet dataset with 1000
images per class (1000 categories).

While there are so many fish species in the world, only a few
small open source fish datasets [7] [8] are available. Practically, it is
not possible to develop a generalized fish detection model using cur-
rently available datasets. To increase classification accuracy using a
small dataset, Siddiqui et al. [9] used a cross-layer pooling algorithm
with the CNN as feature extractor and support vector machine as a
classifier to classify fish species such as P. porosus, P. emeryii and
etc.

In general, a single deep learning model (feature extractor and a
classifier) trained on small datasets can bias to the dataset used for
the training and not performing well on unseen data (overfitting)
[10]. Wolpert [11] proposed a method called stacked generalization
which uses a number of base models and a single meta model to
minimize the generalization error.
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Classification, counting and length measurement of fish

Human has the ability to classify a fish in a semantic hierarchy i.e
Fish −→ Flatfish −→ Dab. While conventional CNN achieved remark-
able performance on visual recognition, they do not recognize the
object on the natural paradigm of hierarchy. Hence, there is a need
in the marine field to develop a framework that allows us to clas-
sify fish species in the semantic hierarchy. Inspired by the method
proposed by Wolpert [11] and combined with semantic hierarchical
label classification, we propose a framework to (a) detect, (b) classify
fish in the two level semantic hierarchy, (c) count the number and
measure the length of fish.

2 Dataset

We used two public and one own dataset to train the models. The
two public datasets are ”Open images dataset” [8] and ”QUT FISH
dataset” [7]. The examples in the public datasets are labled with the
level one label of the semantic hierarchy (Fish). The own dataset is
captured in the laboratory at ”Thünen-Institute (OF)” and at the fish-
ery research vessel ”Solea”. Therefore, the dataset is named ”Thünen
dataset” and has both level one and two labels of the semantic hier-
archy as shown in figure 2.1. Where the level two hierarchy refers
to the fish species. Figure 2.2 show example images from ”Thünen
dataset”.

Fish Level one semantic label

Cod Herring Dab Turbot Level two semantic label

Figure 2.1: Hierarchical annotation of the dataset

Further to train the base models, ”Thünen dataset” is divided into
training data and testing data as shown in figure 2.3.

3 Classification Procedure

The developed framework has three stages, stage 1 – detection and
classification of level one label of the semantic hierarchy, stage 2 –
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(a) (b) (c) (d)

Figure 2.2: (a) Cod, (b) Herring, (c) Dab, (d) Turbot

3200
QUT FISH

dataset

1000
Open images

dataset

369 343 376 482Thünen dataset

250 243 257 386
Thünen dataset

(Training)

119 100 119 96
Thünen dataset

(Testing)

Fish

Fish + Cod

Fish + Herring

Fish + Dab

Fish + Turbot

Figure 2.3: List of datasets used in training

feature extraction and stage 3 – classification of level two label of the
semantic hierarchy as shown in figure 3.1. In stage 1, YOLOv3 CNN
is used to detect the fish and to accomplish level one label of the
semantic hierarchy. The detected fish is cropped and in stage 2, the
features are extracted using VGG16 CNN. Stage 3 of the framework
has a stack model with 2 layers. Layer 1 has three base models and
layer 2 has a single meta model. The extracted features are used to
train the three base models of the stack layer 1. Later, the prediction
probabilities of the three base models are used to train the meta
model of the stack layer 2. In stage 3, the level two label of the
semantic hierarchy is accomplished.

3.1 YOLOv3 object detector

To detect a fish, a real time single shot object detector YOLOv3 [12]
convolutional neural network is used. The YOLOv3 network is
trained on the COCO dataset [13] to detect 80 common objects where
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Hierarchical data preparation

YOLOv3 objector detector

Detection and clas-

sification of level

one hierarchical label

Fish length

measurement and

cumulative fish count

VGG16 as feature extractor

Crop detected fish

Logistic

regression

classifier

Random forest

classifier

AdaBoost

classifier

XGBoost classifier

Classification of level

two hierarchical label)

write result to csv file

Individual

species count

stage 1 stage 2 stage 3

Figure 3.1: The flowchart representation of the classification procedure

fish is not one among those classes. We implemented transfer learn-
ing [14] to detect single class, Fish. Both ”QUT FISH dataset” and
”Open image dataset” with the level one label of the semantic hi-
erarchy are used to train the model. The ”Thünen dataset” (entire
dataset) with the level one label of the semantic hierarchy is used to
evaluate the model performance. Figure 5.1 shows the training and
validation curve of YOLOv3.

3.2 VGG16 as feature extractor

To use pre-trained VGG16 CNN [5] as a feature extractor, the last
few fully connected layers were removed (modified VGG16). The
image propagates from the first layer to the last layer of the modified
VGG16 (feature extractor) and outputs a volume of the shape 7× 7
× 512. This output volume is flattened into a feature vector of the
dimensions 25,088.

To train and evaluate the base models in stage 3 (stack layer 1), the
features from the ”Thünen training and testing data” are extracted
and tabulated. The shape of the tabular datasets is (number of im-
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ages × 25088). Figure 3.2 shows the pictorial representation of the
feature map extracted from block1 conv2D layer of VGG16.

Figure 3.2: Feature map of an example image

3.3 Stacking model approach

Ensemble learning is a technique to reduce the variance of the model.
Such technique for classification problems are majority voting [15],
weighted majority voting [16] and stacking [11]. In majority vot-
ing, the final decision is made by a majority vote of the individual
classifiers. Whereas in the weighted majority voting, the individual
classifiers are assigned with different weights depending on the per-
formance and the final decision is made by counting the weighted
votes of the individual decisions [16].

The stacking or stacked generalization uses a concept meta clas-
sifier. The meta classifier is trained on the prediction probabilities
of the individual base models to make the final prediction. This
method reduces the generalization error and increases the predic-
tion accuracy.

Base models

The base models used in the framework are logistic regression, ran-
dom forest and AdaBoost classifier. These models are trained on the
”Thünen training dataset” (features vectors) using K-fold cross vali-
dation (K = 3). The prediction probabilities of each base model are
concatenated as shown in figure 3.3 and used as a training dataset to
train the meta model.
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Figure 3.3: Meta training data

Meta model

The meta model used is XGBoost classifier and fitted on the predic-
tion probabilities of the base models and the model performance is
evaluated using the ”Thünen testing dataset” (feature vectors).

4 Fish counting and length measurement

By using the YOLOv3 network, the overall number of fish (level
one hierarchy) is counted. Similarly, the number per fish species is
counted using the classification output of the stack model, following
the previous detection of the YOLOv3 network.

(a) (b) (c)

Figure 4.1: (a), (b) and (c) - Predicted length using YOLOv3

The YOLOv3 network is used to predict the length of the fish. The
object detection happens in the three scales and at three different
layers of the YOLOv3 network, 82, 94 and 106. The input image of
the shape (416, 416, 3) is downsampled by the factor (stride) 32, 16
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and 8 at three detection layers and the resultant feature map has the
shape of 13× 13× depth, 26× 26× depth and 52× 52× depth respec-
tively. For each cell in the resultant feature map, three bounding
boxes are generated by the YOLOv3 network. The maximum proba-
bility of the bounding box containing a class is given by the product
of objectness score and confidence. The real width bw and the height
bh of the bounding box are computed by calculating the log-space
transform (offset) to the predefined anchors. And to calculate the
center coordinate (bx, by) of the bounding box, a sigmoid function is
used [12]. Figures 4.1 (a), (b) and (c) show three examples of the
predicted length using the YOLOv3 network.

5 Results and Discussion

The training graph figure 5.1 (a) shows that the YOLOv3 network’s
training loss is decreasing gradually and reaches an average loss
of 0.68. The mean average precision of the validation data reaches
100%.

(a) (b)

Figure 5.1: (a) YOLOv3 training curve (b) Fish length measurement plot

Figure 5.1 (b) shows the ground truth length vs predicted length
of the fish plot. The root mean square error (RMSE) of the fish length
measurement is 1.23 cm.

358



Classification, counting and length measurement of fish

(a) (b)

(c) (d)

(e) (f)

Figure 5.2: Confusion matrix of (a) Logistic regression, (c) AdaBoost and (e) Random
forest. ROC curve of (b) Logistic regression, (d) AdaBoost and (f) Random
forest
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(a) (b)

Figure 5.3: Xgboost (a) Confusion matrix and (b) Roc

From the computed confusion matrix, figures 5.2 (a), (c), (e) and
5.3 (a) the different metrics to evaluate the stack model performance
are calculated and shown in table 1. Figure 5.2 (b), (d), (f) and figure
5.3 (b) show the receiver operating characteristic curve with the area
under curve value for four different classes. Comparing the classifi-
cation accuracy, precision and the recall of the meta model and base
models, it is clear that the meta model XGBoost out performances all
three base models.

Table 1: Results of the stack models

Classifier Precision Recall f1-score Simple Accuracy Micro AUC

Random forest 0.90 0.90 0.90 0.90 0.98

Logistic regression 0.93 0.92 0.92 0.92 0.99

Adaboost 0.78 0.75 0.75 0.75 0.87

XGBoost 0.95 0.94 0.94 0.94 0.98

6 Conclusion

From the above results, it becomes clear that the classification ac-
curacy, precision and the recall of the fish species can be increased
using a stacked generalization. The disadvantage of this approach is
computationally expensive to train the model and to tune the hyper
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parameter. The predicted length measurement values have relatively
high root mean square error (RMSE). Therefore, the applied simple
method of length estimation might not suitable for many biological
applications. Hence, for further improvement, we could add more
data in the training set for better accuracy of object localization or
we can implement a machine vision approach such as a stereo vision
for length measurement.
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